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Abstract—Sustainable development is now an important con-
sideration for various stakeholders, including customers, in-
vestors, auditors, and policymakers. Although companies publish
a range of reports to disclose their sustainability information,
analyzing and fact-checking their claims is challenging due to
the large volume and heterogeneity of the data. In this paper, we
present our novel sustainability objective fact-checking system,
which retrieves relevant multimodal textual and visual evidence
to generate verification reports. We systematically evaluate our
system and demonstrate that it effectively supports users across
a variety of real-world fact-checking scenarios.

Index Terms—sustainability, greenwashing, fact-checking, in-
formation retrieval, multimodal, retrieval-augmented generation

I. INTRODUCTION

Sustainable development aims to meet present needs without
compromising the ability of future generations to do the
same [1]]. To this end, the United Nations introduced Sustain-
able Development Goals (SDGs) in 2015 to tackle universal
problems like climate change, poverty, and environmental
issues [2]. Additionally, the Paris Agreement set climate
targets for countries [3|]. These sustainability milestones have
driven companies and governments to be more mindful of
their impact on the environment and society [4]. Companies
strive to be perceived as eco-friendly in response to customers’
demand for greener products and investors’ preference for
low-risk opportunities. Companies are publishing their envi-
ronmental/social vision in various sustainability reports, such
as Corporate Social Responsibility (CSR) and Environmental,
Social, and Corporate Governance (ESG) [3]]. In these reports,
they demonstrate their commitment to aligning their profiles
with the goal of being environmentally friendly, or in other
words, “green” [6]].

However, sustainability reporting has also revealed its dark
side in recent years, with the spread of misleading information
about the true impact of corporate environmental and social
strategies [4], [7]. This phenomenon is commonly referred to
as greenwashing, in which companies want to look greener in
the eyes of the public than they really are [5]. A common
example is when polluting companies provide false claims
or information in their sustainability reports to appear more
responsible [8]. This misinformation misleads consumers and
stakeholders, eroding their trust in the entire green market [9].
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Greenwashing detection aims at identifying such unsub-
stantiated environmental/social claims in sustainability reports
of companies. This task consists of two general steps: iden-
tifying environmental/social claims of companies and then
fact-checking them using all available evidence [10]. More
specific sustainability claims, such as “we will reach net-zero
carbon emissions by 2030,” are referred to as sustainability
objectives [3)]. We have already developed the sustainability
objective detection system, GoalSpotter, which identifies en-
vironmental and social claims in company reports [S)]. The
system automates objective detection by formulating it as a
text classification task, labeling each text block in a sustain-
ability report as either an objective or noise. [5].

The subsequent fact-checking step is more challenging.
Once sustainability claims are identified in a report, relevant
evidence must be gathered to verify them. Traditionally, do-
main experts manually search for supporting evidence across
all of a company’s sustainability reports, which is a time-
consuming and non-scalable approach [[10]. The fact-checking
challenge becomes even greater when the evidence search
involves a multimodal approach, requiring both textual and
visual evidence to verify sustainability claims.

We propose and demonstrate a new sustainably objective
fact-checking system using multimodal Retrieval-Augmented
Generation (RAG). Specifically, we make the following con-
tributions.

e« We present a new benchmark framework for the multi-
modal fact-checking of sustainability objectives, incorpo-
rating sustainability reports, their underlying objectives,
and corresponding textual and visual evidence.

« We design a novel fact-checking system for sustainability
objectives that incorporates a multimodal RAG compo-
nent to retrieve both textual and visual evidence. Our
system is available onlineﬂ

« We systematically evaluate our fact-checking system
against a baseline and demonstrate its superiority across
syntactic, semantic, and human evaluation measures.

« We demonstrate our sustainability-focused fact-checking
system across various real-world scenarios, highlighting
its unique features, effectiveness, and efficiency.

Uhttps://github.com/m-mahdavi/sustainability-fact-checker
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Fig. 1. The workflow of the system.

II. MULTIMODAL FACT-CHECKING SYSTEM

Problem formulation. Our goal is to support domain ex-
perts in sustainability objective fact-checking using historical
reports of companies. Suppose D = {di,dy,...,d|p} is
the set of historical sustainability reports for a company. Let
O = {01,02,...,0j0} be the set of sustainability objectives
for the same company that have already been detected using
objective detection systems, such as GoalSpotter [S]]. For
each sustainability objective o;, the problem is to generate a
verification report using the set of historical documents D to
support the user in the fact-checking process. The verification
report should contain a concise and comprehensive textual
statement and relevant visuals that support or refute the given
sustainability objective.

System overview. Verifying sustainability claims from com-
pany reports poses several technical challenges. First, com-
panies publish a large number of lengthy reports over time,
containing both textual and visual evidence. Extracting rel-
evant information is difficult due to the heterogeneity and
volume of the data. Raw text and image extraction produces a
large unstructured data lake that cannot be efficiently searched.
Second, retrieved evidence must be semantically relevant to
the query, requiring a unified representation of both text and
images. Finally, Large Language Models (LLMs), while pow-
erful, are prone to bias and hallucination [11], [12]. Without
careful grounding in retrieved evidence, LLMs may generate
verification reports that are incoherent or non-factual.

To address these challenges, we design a fact-checking
system that (i) semantically stores multimodal evidence from
sustainability reports, (ii) retrieves relevant content based on
user queries, and (iii) generates coherent verification reports
grounded in retrieved evidence. Figure [I] illustrates the work-
flow of our sustainability objective verification system. Given
a collection of sustainability reports from a company and
a specific sustainability objective, the system generates a
verification report to assist users in the fact-checking process.
The system begins by parsing the company’s sustainability
reports to extract text blocks and images. It then embeds this
content and stores it in a vector database. Using the provided
sustainability objective, the system retrieves the most relevant
text blocks and images to construct a prompt that incorporates
the retrieved evidence. Finally, it uses an LLM to generate the
verification report for the user.

Fact-checking procedure. Algorithm [I| provides the pseu-
docode. For each company, our system collects all sustainabil-
ity reports D = {dy,...,d|p|}. Each report d; is preprocessed

Algorithm 1: SustainabilityObjectiveFactChecking(o, D)

Input: sustainability objective o, set of company reports D.
Output: verification report r with textual and visual evidence.

// —— The Offline Preprocessing Phase ——
foreach report d; € D do
B; < segment the text of report d; into blocks;
if segmentation is noisy then
L B; < refine text blocks B; using an LLM;

B W=

n

I; <+ extract images from report d;;
store embeddings of text blocks B; and images I; in the vector database;

N

// —-- The Online Report Generation Phase —--

q < embed the sustainability objective o;

8 E < retrieve top relevant text blocks/images from the database for query g;
9 E' + 0;

10 foreach retrieved text block b; € E do

11 L E’ «+ add retrieved neighboring text blocks within window size W;

<

12 7 < generate a verification report using evidence E and contexts E’;
13 return r;

to extract textual and visual content. The text on each page
is segmented into logical, self-contained blocks (e.g., head-
ings, sentences, and paragraphs). When clean segmentation
is difficult (e.g., in old PDF files), we leverage an open-
source lightweight LLM (in our prototype, LLaMA 3.2 [13]]) to
refine the segmentation, ensuring blocks are informative and
coherent. Images are extracted using the PyMuPDF Python
package [14]. Both text blocks and images are embedded into
a shared semantic space using CLIP [15]. These embeddings,
together with metadata (including company name, document
name, page number, and block/image ID), are stored in a
vector database to enable efficient semantic retrieval.

Given a sustainability objective query, the system embeds
the query using CLIP and retrieves the most similar text
blocks and images from the company’s vector database using
cosine similarity. For each retrieved text block b;, the system
also retrieves neighboring blocks within a window of size
W, i-e~7 Bprevious = [bi—W7bi—W+1;"'7bi—1] and Bnext =
[bi+1,bit2, ..., biyw], to preserve contextual coherence. We
use an open-source LLM (in the current prototype, LLaMA
3.2) to generate a final verification report using all the retrieved
textual evidence. The model is instructed to produce a concise,
factual statement that synthesizes the multimodal evidence
in favor of or against the queried sustainability objective.
Relevant images are displayed alongside the generated text
in the user dashboard.

III. EVALUATION

Our evaluation experiments aim to compare the effective-
ness of our fact-checking system against a baseline on a
sample of our dataset.

Dataset. We chose 5 companies from the technology, health-
care, energy, food, and retail domains. For each company,
we collected the last 5 annual sustainability reports from
2020-2024. We selected a sample of 50 extracted sustainabil-
ity objectives from these reports for the fact-checking task.
We use this diverse data sample to test the robustness of fact-
checking systems across various domains.



TABLE I
SYSTEM EFFECTIVENESS IN COMPARISON TO THE BASELINE.

Measure | Baseline | Our System
ROUGE-1 0.06 0.21
ROUGE-2 0.01 0.16
ROUGE-L 0.05 0.19
BERTScore | 080 | 0.85
Pairwise Human Preference Rate | 0.19 | 0.81

Baseline. Given a sustainability objective query, the baseline
approach treats the text of each page as a text block. It uses
the same LLM (i.e., LLaMA 3.2 [13]) and prompt as our
system to produce a multimodal verification report. It also
includes a sorted list of images based on the lexical similarity
of their surrounding text to the given sustainability objective.
This baseline serves to evaluate the effectiveness of our system
design, as it excludes our multimodal RAG component.

Evaluation measures. We evaluate using syntactic, semantic,
and human metrics. ROUGE-N [16]] measures n-gram overlap
between the generated verification report and the reference
sustainability objective to assess their syntactic similarity.
BERTScore [17] computes the cosine similarity of embed-
dings to assess their semantic similarity. In Pairwise Human
Preference Rate [18]], two independent evaluators compared
verification reports from our system and the baseline in
a blind, side-by-side experiment to determine which better
supports fact-checking of the given sustainability objective. We
report the proportion of times each approach was preferred to
indicate effectiveness in real-world human evaluation. For each
evaluation measure, we report the mean across all samples and
evaluators. For the sake of readability, we omit the standard
errors as they are always small numbers close to zero (< 1%).

Results. We compare the effectiveness of our system with
the baseline in Table I Our system outperforms the baseline
significantly and consistently across all evaluation metrics,
reflecting our careful system design. The higher ROUGE-N
score indicates that our RAG component retrieves evidence
effectively for the given sustainability objective. The higher
BERTScore shows that our generated verification report is also
semantically relevant to the objective. Finally, the superior
Pairwise Human Preference Rate demonstrates that our system
better supports users in real-world fact-checking scenarios,
thanks to its multimodal RAG component.

IV. DEMONSTRATION

We demonstrate our sustainability objective fact-checking
system to illustrate how it supports users across various fact-
checking scenarios. The audience for our system includes a
wide range of users, such as sustainability domain experts
seeking to audit companies, investors looking to evaluate
company values, vigilant consumers who want to choose
environmentally friendly products and services, and technical
enthusiasts interested in innovative applications of emerging
technologies.
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Fig. 2. The sustainability objective fact-checking dashboard.

Fact-checking sustainability objectives. The most common
scenario involves a user seeking to fact-check the sustainability
claims made by a specific company. Figure [2] shows our
fact-checking dashboard designed to support the user in this
process. The user first chooses a company and a sustainability
report for that company from internal records. Next, our sys-
tem uses GoalSpotter [5] to extract and list the sustainability
objectives mentioned in the selected report. The user can select
any of these objectives and click the “Verify Objective” button.
The system then processes the company’s historical reports,
retrieves multimodal evidence, and generates a verification
report for the user, including a final verdict and a list of
supporting/contradicting evidence. As shown in the figure, for
each retrieved piece of evidence, the system also provides
reference metadata so the user can locate the original report
and page number for further investigation. The system also
retrieves and displays relevant images.

Comparison with the baseline. The next scenario compares
the performance of our sustainability objective fact-checking
system with the baseline presented earlier. We compare the
output of our system side by side with the baseline to
demonstrate how our system achieves higher effectiveness and
mitigates common LLM limitations, such as hallucinations,
through its multimodal RAG component.

Company comparison. Another scenario is when the user
wants to compare two companies based on a specific sus-
tainability objective, such as “achieving a net-zero carbon
footprint.” This is especially valuable for consumers who
have multiple options for products or services and wish to
choose the more sustainable provider. To do this, the user
should extract and validate all relevant evidence for the given
objective from both companies and compare the results side by
side. We present our company comparison dashboard, which
enables users to select two companies and a sustainability
objective to compare their performance side by side.

V. RELATED WORK

Our system retrieves multimodal evidence using a RAG
component to verify sustainability objectives. Therefore, we
first review sustainability objective detection approaches. Next,
we discuss fact-checking methods to verify sustainability
objectives. Finally, we look at RAGs.



Sustainability objective detection. Traditionally, domain ex-
perts have manually detected sustainability objectives as the
first part of greenwashing detection [6]. This process in-
volves manual analysis of many sustainability reports of a
company over the years and cross-checking them against
standard frameworks and criteria [8]], [[1], [4]. Recent devel-
opments have shown the possibility of automating this task
effectively [19]. These approaches usually segment sustain-
ability reports into smaller text units to classify them into
objective/non-objective categories using recent transformer
models [5]], [20], [21].

Sustainability objective detection is an upstream task for
our fact-checking problem. The input sustainability objectives
to our fact-checking system can be extracted using either
an automated or manual approach. In our current prototype,
we use GoalSpotter [5] to automatically extract sustainability
objectives, since our main problem is to support domain
experts with fact-checking these input objectives.

Fact-checking systems. Once a claim is spotted, a fact-
checking process needs to evaluate it. In journalism, the
goal of fact-checking is to verify the veracity of a claim
using its textual information [22]]. Claim verification con-
sists of several steps, including relevant document retrieval,
evidence extraction, stance detection, verdict prediction, and
justification production [23]], [24], [25]. The current dominant
approach for many of these tasks is to fine-tune large pre-
trained language models [24]. Due to the complexity of the
process, a human-in-the-loop is a recommended setting for
fact-checking to assess the final output of the fact-checking
system [26]. Examples of fact-checking systems in political
science include FactCheckBureau [27] and RAGAR [28].
Recent public benchmark datasets, such as CheckThat![29]
and NEWSCLAIMSI[30], support researchers in developing
political fact-checking systems.

However, existing political fact-checking systems and
benchmark datasets are not directly applicable, as the sus-
tainability data domain and claims differ significantly from
those in politics. Existing sustainability fact-checking research
either only analyzes sustainability claims and verification
practices [31], [32] or focuses on narrow scopes, such as
classifying climate-related statements by their level of truth-
fulness [33]]. That is why we have developed a new, dedicated
fact-checking system for verifying sustainability objectives. To
our knowledge, our system is the first approach to automati-
cally retrieve multimodal evidence to support domain experts
in fact-checking of all kinds of sustainability objectives.

Retrieval-Augmented Generation (RAG). RAG is an ap-
proach that combines retrieved content with generative models
to produce grounded and context-based outputs [34]]. In this
framework, a retriever fetches relevant texts/images based on
a given query, and a generator, typically a transformer-based
large language model, produces a response conditioned on
both the query and the retrieved evidence. RAG has been used
in various problems, such as question answering [35], scien-
tific claim verification [36], and political fact-checking [28]].

We adapt the RAG paradigm to the sustainability domain
to generate verification reports for specified sustainability
objectives using retrieved multimodal evidence.

VI. CONCLUSION

We have presented a novel sustainability objective fact-
checking system that retrieves multimodal evidence to gener-
ate verification reports. Our experiments demonstrate that the
system effectively verifies sustainability objectives based on
syntactic, semantic, and human evaluation metrics. As a future
research direction, we plan to extract finer-grained details of
sustainability objectives to further enhance the fact-checking
process.
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